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Nucleophilic substitutions at phospho-
rus comprise one of the most impor-

tant classes of reactions in biology. Phos-
phate diester substitution reactions are
catalyzed by nucleases and polymerases
and are critical in DNA replication and
transcription. Phosphate monoester
(phosphoryl transfer) reactions are cata-
lyzed by GTPases, ATPases, protein, and
small molecule kinases, protein, and small
molecule phosphatases. These enzymes
play diverse roles in energy regulation, cell
signaling, ion and small molecule trans-
port, and nucleotide synthesis. There have
been intensive efforts to try to understand
the details of phosphoryl transfer reac-
tions extending from nonenzymatic (or
enzyme model) systems to the mecha-
nisms of the enzymatic reactions, as ex-
emplified by the study by Cho et al. in the
current issue of PNAS (1).

From the many decades of work on
small molecules, consensus for a dissocia-
tive transition state, akin to an SN1 reac-
tion in organic chemistry, has been
reached by most investigators (2, 3). In
such a transition
state, the bond be-
tween the phospho-
rus and leaving
group has largely
broken before the
formation of a bond
between the incom-
ing nucleophile and
phosphorus. The
role of the nucleo-
phile is diminished,
and the formation
of a highly reactive
metaphosphate-like
species is central in a dissociative transi-
tion state. This contrasts with the transi-
tion state of an associative mechanism,
which occurs in phosphate triester substi-
tution reactions, in which a pentavalent-
like species is generated. In associative
transition states, there is a significant de-
gree of bond formation between the in-
coming nucleophile and the attacked
phosphorus before leaving group depar-
ture. Although a full and convincing ex-
planation at the quantum mechanical level

has not yet been made as to why dissocia-
tive transition states should be preferred
for nonenzymatic phosphoryl transfer re-
actions, the simplest explanation is based
on the concept that the negative charges
on two of the phosphate oxygens repel
incoming nucleophiles and stabilize a
metaphosphosphate-like species.

More difficult to address is how en-
zymes catalyze phosphoryl transfer reac-
tions. Enzymatic phosphoryl transfer re-
actions can occur either by direct transfer
of the phosphoryl group to an incoming
nucleophile or through the formation of a
covalent intermediate (which does not
rule out a dissociative transition state).
Examples of the latter group of phospho-
transferases include alkaline phosphatase,
protein tyrosine phosphatases, nucleotide
diphosphate kinase, and P-ATPases. In
these two-stage reactions, an enzyme nu-
cleophile forms a stable intermediate be-
tween the attacked phosphorus while the
departing leaving group is expelled. This
intermediate is then attacked by an in-
coming nucleophile, in the case of alkaline

phosphatase a wa-
ter molecule, which
regenerates the free
enzyme and final
product. Phospho-
transferases use a
variety of enzyme
nucleophiles, in-
cluding: the carboxy
group of aspartate
(P-ATPases), the
thiol of cysteine
(protein tyrosine
phosphatases), the
hydroxy group of

serine (alkaline phosphatase), and the
imidizaole of histidine (nucleoside diphos-
phate kinase) (4–7). The linkages involved
may or may not be stable in small-
molecule systems, but in the context of the
enzymes, they can be quite reactive to
facilitate turnover. Consequently, study-
ing their behavior in the structural context
of the folded protein may be extremely
difficult.

Phosphoaspartyl presents a prime ex-
ample of the problem. The free energy for

hydrolysis of phosphoaspartyl hydrolysis is
estimated to be several kcal (1 kcal 5 4.18
kJ)ymol more negative than hydrolytic
cleavage of the g phosphate of ATP, a
very favorable process thermodynamically
(8). As a consequence, suitable small-
molecule analogs that mimic the proper-
ties of the phosphoaspartyl residues but
have greater stability have been sought.
BeF3

2 appears to be one such example
(9, 10).

Cho et al. (1) have shown the general
utility of this molecular probe by deter-
mining the crystal structure of phospho-
serine phosphatase (PSP) bound to BeF3

2

and comparing it to the structure of a
related protein CheY, also bound to BeF3

2

(11). Both PSP and CheY are members of
the haloacid dehalogenase (HAD) super-
family of enzymes that includes a number
of phosphotransferases among its mem-
bers, such as the response regulators of
two component signal transduction sys-
tems (e.g., CheY), phosphomannomuta-
ses, and P-ATPases (e.g., Ca-ATPase). A
number of residues are highly conserved
in the primary structures of HAD family
phosphotransferases (12–14). These resi-
dues are also conserved at the tertiary
level, as the large number of three-
dimensional structures of HAD family
members demonstrates (see refs. 1, 11,
and 15–17 for examples). For the HAD
family phosphotransferases, five con-
served residues converge to help form the
active sites of these enzymes. For PSP,
these residues are Asp-11, Ser-99, Lys-144,
Asp-167, and Asp-171. In other HAD
enzymes, a Thr replaces this Ser (e.g.,
CheY). The general roles of most of these
active-site residues and the analogous res-
idues in other HAD enzymes can be sur-
mised from both current and previously
determined three-dimensional structures.
For example, Asp-11, Asp-167, and Asp-
171 are all Mg21 ligands; however, the
carboxylate of Asp-11 plays an additional

Abbreviations: PSP, phosphoserine phosphatase; HAD,
haloacid dehalogenase.
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role as the enzyme nucleophile. The
PSPzBeF3

2 complex also identifies a hydro-
gen bond between Ser-99 and a nonbridge
oxygen of the phosphoryl group and a series
of salt bridges between Lys-144 and both the
phosphoryl group and Asp-171 (Fig. 1).
These interactions are likely important for
ground-state stabilization.

Cho et al. demonstrate the general util-
ity of BeF3

2 for the study of phosphoas-
partyl-containing proteins by overlaying
the positions of active-site residues in the
PSPzBeF3

2 with the CheYzBeF3
2 complex

(1). This comparison shows that the func-
tionally relevant portions of these residues
can be almost perfectly overlapped, de-
spite the fact that a circular permutation,
which exists between CheY and PSP,
causes Lys-144 and Asp-171 and their
analogous residues in CheY to originate
from different points in space. The ob-
served structural similarity between
these two enzymes when bound to BeF3

2

also served to confirm conformational
changes that are apparent between the
CheYzBeF3

2 complex and CheY on its

own. These changes include the move-
ment of Thr-87 (the equivalent of Ser-99
in PSP) to form a hydrogen bond with one
of the fluorine atoms in the CheYzBeF3

2

complex, and the repositioning of Lys-109
such that it links the phosphoryl group to
Asp-12 through a similar series of salt
bridges. These observed active-site con-
formational changes in CheY are thought
to cause conformational changes in the C
terminus of this protein that are important
in signal transduction. The observed sim-
ilarities between the two structures led
Cho et al. to suggest that this ground-state
structural arrangement may be a common
feature of other HAD phosphotrans-
ferases, and that movements by analogous
active-site residues in the P-ATPases are
likely coupled to ion transport by these
enzymes (1).

The structural conservation observed
between CheY and PSP is of interest not
only because of its implications for the
biological function of these and other en-
zymes, particularly the P-ATPases, but
also mechanistically, because these two

enzymes show very different rates of ca-
talysis. Despite high structural conserva-
tion, the half-life of the phosphoaspartyl
in PSP is less than 0.1 seconds, whereas in
CheY the half-life is '10 seconds (14, 18).
The slower rate of CheY cannot simply be
explained by the circular permutation in
the response regulator subfamily of
HADs, because CheB, another response
regulator, possesses a much shorter half-
life (19). In fact, the half-lives of phos-
phoaspartyl groups in HAD phospho-
transferases vary over 3 to 4 orders of
magnitude (14, 18–21). In contrast, the
phosphoaspartyl groups in these enzymes
can take hours to hydrolyze in the absence
of bound metal ion (21). These findings
highlight the importance of the metal ion
to catalysis and suggest that factors other
than the simple arrangement of catalytic
residues in space are required for rate
acceleration. It will therefore be of future
interest to identify the factors that serve to
influence the rates of catalysis. Such fac-
tors could include effects on metal ion-
dependent conformational changes or ef-
fects on the orientation of the hydrolytic
nucleophile.

The paper by Cho et al. (1) underscores
the utility of studying smaller, less com-
plicated proteins as tools to gain insights
into the molecular mechanisms of larger,
structurally related proteins that may be
multidomain, highly regulated, or difficult
to obtain in sufficient quantities for bio-
chemical studies (22–25). More complex
enzymes such as these are often present in
higher-order eukaryotic organisms, mak-
ing a full understanding of the biochemi-
cal processes governing cellular growth,
differentiation, and survival much more
difficult. The use of ‘‘model enzymes’’ in
this manner is akin to the use by enzymol-
ogists of model chemical reactions to gain
insights into the molecular mechanisms of
enzyme-catalyzed reactions.
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Fig. 1. Active-site organization of PSP in complex with BeF3
2.
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